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6. Multivariate Linear Least Squares Fitting

The least square method extends to settings with a multivariate dependent
variable y. Suppose we are given data {(xj,yj)}nj=1 where the xj lie
within a domain X ⊂ Rp and the yj lie in Rq. The problem we will examine
is now the following.

How can you use this data set to make a reasonable guess about the value
of y when x takes a value X that is not represented in the data set?

In this setting x is called the independent variable while y is called the
dependent variable. We will use weighted least squares to fit the data to
a linear statistical model with m parameter q-vectors {β1, . . . ,βm} in the
form

f(x;β1, · · · ,βm) =
m∑
i=1

βifi(x) ,

where each basis function fi(x) is defined over X and takes values in R.



We now define the jth residual by the vector-valued formula

rj(β1, · · · ,βm) = yj −
m∑
i=1

βifi(xj) .

Introduce the m×q-matrix B, the n×q-vectors Y and R, and the n×m-
matrix F by

B =

βT
1...

βT
m

 , Y =

yT
1...

yT
n

 , R =

rT1...
rTn

 ,

F =

f1(x1) · · · fm(x1)
... ... ...

f1(xn) · · · fm(xn)

 .

We will assume the matrix F has rank m. The fitting problem then can be
recast as finding B so as to minimize the size of the vector

R(B) = Y − FB .



As we did for univariate weighted least square fitting, we will minimize

q(B) = 1
2

n∑
j=1

wj rj(β1, · · · ,βm)Trj(β1, · · · ,βm) ,

where the wj are positive weights. If we again let W be the n×n diagonal
matrix whose jth diagonal entry is wj then this can be expressed as

q(B) = 1
2tr

(
R(B)TWR(B)

)
= 1

2tr
(
(Y − FB)TW(Y − FB)

)
= 1

2tr
(
YTWY

)
− tr

(
BTFTWY

)
+ 1

2tr
(
BTFTWFB

)
.

Because F has rank m the m×m-matrix FTWF is positive definite. The
function q(B) thereby has a strictly convex structure similar to that it had in
the univariate case. It thereby has a unique global minimizer B = B̂ given
by

B̂ = (FTWF)−1FTWY .



The fact that B̂ in a global minimizer again can be seen from the fact
FTWF is positive definite and the identity

q(B) = tr
(
YTWY

)
− tr

(
B̂T

FTWFB̂
)

+ tr
(
(B − B̂)TFTWF(B − B̂)

)
= q(B̂) + tr

(
(B − B̂)TFTWF(B − B̂)

)
.

In particular, this shows that q(B) ≥ q(B̂) for every B ∈ Rm×q and that
q(B) = q(B̂) if and only if B = B̂.

If we let β̂
T
i be the ith row of B̂ then the fit is given by

f̂(x) =
m∑
i=1

β̂ifi(x) .

The geometric interpretation of this fit is similar to that for the univariate
weighted least squares fit.



Example. Use least squares to fit the affine model f(x; a,B) = a + Bx

with a ∈ Rq and B ∈ Rq×p to the data {(xj,yj)}nj=1. Begin by setting

B =

(
aT

BT

)
, Y =

yT
1...

yT
n

 , F =

1 xT
1... ...

1 xT
n

 .

Because

FTWY =

(
〈yT〉
〈xyT〉

)
, FTWF =

(
〈1〉 〈xT〉
〈x〉 〈xxT〉

)
,

we find that

B̂ = (FTWF)−1FTWY =

(
1 〈xT〉
〈x〉 〈xxT〉

)−1( 〈yT〉
〈xyT〉

)

=

〈yT〉 − 〈x〉T
(
〈xxT〉 − 〈x〉〈x〉T

)−1(
〈xyT〉 − 〈x〉〈y〉T

)
(
〈xxT〉 − 〈x〉〈x〉T

)−1(
〈xyT〉 − 〈x〉〈y〉T

)
 .



Because B̂T
=
(
â B̂

)
, by setting 〈x〉 = x̄ and 〈y〉 = ȳ we can express

these formulas for â and B̂ simply as

B̂ =
〈
y (x− x̄ )T

〉 〈
(x− x̄ ) (x− x̄ )T

〉−1
, â = ȳ − B̂x̄ .

The affine fit is therefore

f̂(x) = ȳ + B̂(x− x̄ ) .

Remark. The linear multivariate models considered above have the form

f(x;β1, · · · ,βm) =
m∑
i=1

βifi(x) ,

where each parameter vector βi lies in Rq while each basis function fi(x)
is defined over the bounded domain X ⊂ Rp and takes values in R. This is
assumes that each entry of f is being fit to the same family — namely, the
family spanned by the basis {fi(x)}mi=1. Such families often are too large
to be practical. We will therefore consider more general linear models.



7. General Multivariate Linear Least Squares Fitting

We now extend the least square method to the general multivariate set-
ting. Suppose we are given data {(xj,yj)}nj=1 where the xj lie within a
bounded domain X ⊂ Rp while the yj lie in Rq. We will use weighted least
squares to fit the data to a linear statistical model with m real parameters
in the form

f(x;β1, · · · , βm) =
m∑
i=1

βifi(x) ,

where each basis function fi(x) is defined over X and takes values in Rq.
We will minimize the jth residual, which is defined by the vector-valued
formula

rj(β1, · · · , βm) = yj −
m∑
i=1

βifi(xj) .



Following what was done earlier, introduce the m-vector β, the nq-vectors
Y and R, and the nq×m matrix F by

β =

β1...
βm

 , Y =

y1...
yn

 , R =

r1...
rn

 ,

F =

f1(x1) · · · fm(x1)
... ... ...

f1(xn) · · · fm(xn)

 .

We will assume the matrix F has rank m. The fitting problem then can be
recast as finding β so as to minimize the size of the vector

R(β) = Y − Fβ .



We assume that Rq is endowed with an inner product. Without loss of
generality we can assume that this inner product has the form yTGz where
G is a symmetric, positive definite q×q matrix. We will minimize

q(β) = 1
2

n∑
j=1

wj rj(β1, · · · , βm)TGrj(β1, · · · , βm) ,

where the wj are positive weights. If we let W be the symmetric, positive
definite nq×nq block-diagonal matrix

W =


w1G 0 · · · 0

0 w2G
. . . ...

... . . . . . . 0
0 · · · 0 wnG

 ,

then q(β) can be expressed in terms of the weight matrix W as

q(β) = 1
2R(β)TWR(β) = 1

2(Y − Fβ)TW(Y − Fβ)

= 1
2Y

TWY − βTFTWY + 1
2β

TFTWFβ .



Because F has rank m the m×m-matrix FTWF is positive definite. The
function q(β) thereby has the same strictly convex structure as it had in
the univariate case. It therefore has a unique minimizer β = β̂ where

β̂ = (FTWF)−1FTWY .

The fact that β̂ in a minimizer again follows from the fact FTWF is positive
definite and the identity

q(β) = 1
2Y

TWY − 1
2β̂

T
FTWFβ̂ + 1

2(β − β̂)TFTWF(β − β̂)

= q(β̂) + (β − β̂)TFTWF(β − β̂) .

In particular, this shows that q(β) ≥ q(β̂) for every β ∈ Rm and that
q(β) = q(β̂) if and only if β = β̂.

Remark. The geometric interpretation of this fit is that same as that for the
weighted least squares fit, except here the W-inner product on Rnq is

(P |Q)W = PTWQ .



Further Questions

We have seen how to use least squares to fit linear satistical models with
m parameters to data sets containing n pairs when m << n. Among the
questions that arise are the following.

• How does one pick a basis that is well suited to the given data?

• How can one avoid overfitting?

• Do these methods extended to nonlinear statistical models?

• Can one use other notions of smallness of the residual?


