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Spectral Theory
[ Yolele)

Eigenvalues of Laplacians
A LA

Today we discuss the spectral theory of graphs. Recall the Laplacian
matrices:

d; if i=j
A=D—-A, Nj=4q -1 if (i,j)e&
0 otherwise
1 if i=jand d; >0
L=D*A | Lij={ —gp I (i,j) € €
0 otherwise
1 if i=jandd;>0
~ 2 2 ~ . 1 . ..
A=D*PAD*? | Aijj={ ~mmag F U EE
0 otherwise
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Spectral Theory
[ Yolele)

Eigenvalues of Laplacians
A LA

Today we discuss the spectral theory of graphs. Recall the Laplacian
matrices:

di if  i=j
A=D-A, Aj=X -1 if (i,j)eé&
0 otherwise
1 if i=jand d;>0
L=D#A | Ljj= —ﬁ if (i,j) € &
0 otherwise
1 if i=jandd;>0
~ 5 5 ~ _ 1 . ..
A=D*PAD*? | Aij=1 ~eam (ihj)eé€
0 otherwise

Remark: D#, D#/2 denote the pseudoinverses of D and D/2 respectively.
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Spectral Theory
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Eigenvalues of Laplacians
A LA

What do we know about the set of eigenvalues of these matrices for a
graph G with n vertices?

@ A = AT >0 and hence its eigenvalues are non-negative real
numbers.

Q eigs(A) = eigs(L) C [0,2].

© 0 is always an eigenvalue and its multiplicity equals the number of
connected components of G,

dim ker(A) = dim ker(L) = dim ker(A) = #connected components.
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Spectral Theory
0e00

Eigenvalues of Laplacians
A LA

What do we know about the set of eigenvalues of these matrices for a
graph G with n vertices?

@ A = AT >0 and hence its eigenvalues are non-negative real
numbers.

Q eigs(A) = eigs(L) € [0,2].

© 0 is always an eigenvalue and its multiplicity equals the number of
connected components of G,

dim ker(A) = dim ker(L) = dim ker(A) = #connected components.

Let 0 = Ao < A1 < --- < Ap_1 be the eigenvalues of A. Denote
A(G) = maxi<j<p—1]1 — Aj|. Note Zf’:—ll Ai = trace(A) = n. Hence the
average eigenvalue is about 1. 1 — A\(G) is called the absolute gap. A\G is

called the relative gap and measures the spread of eigenvalues away from 1.
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Spectral Theory
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The absolute spectral gap
A(G)

The main result in [8] says that for connected graphs w/h.p.:

A >1— ¢ S N
L= V/Average Degree Vp(n—=1) Vam’

Theorem (For class G, )

Fix § > 0 and let p > (3 + 6)log(n)/n. Let d = p(n — 1) denote the
expected degree of a vertex. Let G be the giant component of the

Erdés-Rényi graph. For every fixed € > 0, there is a constant C = C(J,¢),
so that for non-zero eigenvalues of A,

<< _c ]
- Vd 2m

with probability at least 1 — Cn exp(—(2 — €)d) — C exp(—d*/*log(n)).

&) = mad =)
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Spectral Theory
ocooe

The absolute spectral gap
A(G)

The main result in [8] says that for connected graphs w/h.p.:

A1 >1- ¢ :1—#:1—C &

v/ Average Degree p(n—1) 2m’

Theorem (For class ")

Fix § > 0 and let m > (4 + 6)nlog(n). Let d = 22 denote the expected
degree of a vertex. Let G denote the giant component of the Erdés-Rényi
graph. For every fixed e > 0, there is a constant C = C(6,¢), so that for
non-zero eigenvalues of A,

A(©) = max(iL — M) < j ¢\

with probability at least 1 — Cn exp(—(2 — €)d) — C exp(—d'/*log(n)).
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Numerical Results
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Random graphs

A1 for random graphs

Results for n = 100 vertices: A\1(G) ~ 1 — \/7%
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Random graphs

1 — \; for random graphs

Results for n = 100 vertices: 1 — A\1(G) ~ \/7%

Random graphs with n=100 vertices
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Numerical Results
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Random graphs

1 — \; for random graphs

Results for n = 100 vertices: 1 — A\1(G) ~ \/7% Detail.

Random graphs with n=100 vertices
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Numerical Results
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Random graphs

log(1 — A1) vs. log(m) for random graphs

Results for n = 100 vertices: log(1 — A\1(G)) ~ by — %/og(m).

E Random graphs with n=100 vertices
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Proof of Concentration
[ 1)

The absolute spectral gap
Proof

How to obtain such estimates? Following [4]:
First note: \; = 1 — \{(D~Y2AD~Y/?). Thus

— _ )| = ID~Y2ap1/2) — —1/2 Ap—1/2)2
MG) = | max 1= | = [ID72ADTY2| = /Apsr(D1/2AD1/2)%)

Ideas:
© For X = D"Y2AD~1/2 and any positive integer k > 0,

Amax(X?) = (Amax(X2)) " < (trace(x?4)) "

@ (Markov's inequality)
Prob{A\(G) > t} = Prob{\(G)?* > £} < tzikE[trace(XZk)].
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Proof of Concentration
oe

The absolute spectral gap
Proof (2)

Consider the easier case when D = d/ (all vertices have the same degree):
1
d2k

The expectation turns into numbers of 2k-cycles and loops. Combinatorial
kicks in ...

E[trace(X?<)] = E[trace(A%F)].
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Proof of Concentration
oe

The absolute spectral gap
Proof (2)

Consider the easier case when D = d/ (all vertices have the same degree):
1
E[trace(X?<)] = WE[trace(Azk)].

The expectation turns into numbers of 2k-cycles and loops. Combinatorial
kicks in ...

Remark

Bernstein’s "trick” (Chernoff bound) for X > 0, (the “Laplace method”)

Prob{X < t} = Prob{e™*X > e~St} < inf Efe™] = inf e /Oo e~ px(x)d
- - T s>0 e st s>0 0 X

If P{X < t} > 0 then the infimum is achieved, hence it becomes a
minimum.

Such bounds give exponential decay instead of % or ?12
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Graph Partitions. Cheeger Constant
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The Cheeger constant

Partitions

Fix a graph G = (V, &) with n vertices and m edges. We try to find an

optimal partition V = AU B that minimizes a certain quantity.
Here are the concepts:

@ For two disjoint sets of vertices A and B, E(A, B) denotes the set of
edges that connect vertices in A with vertices in B:
E(A,B)={(x,y)€&E , x€eA, yeB}
@ The volume of a set of vertices is the sum of its degrees:
vol(A) = ) dy.
x€EA

© For a set of vertices A, denote A=V \ A its complement.
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Graph Partitions. Cheeger Constant
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The Cheeger constant
he

The Cheeger constant hg is defined as

hg = min ‘E(57§)|
SCV min(vol(S), vol(S))

Remark

It is a min edge-cut problem: This means, find the minimum number of
edges that need to be cut so that the graph becomes disconnected, while
the two connected components are not too small.

There is a similar min vertex-cut problem, where E(S, 3) is replaced by
0(S), the set of boundary points of S (the constant is denoted by g¢ ).

Remark

The graph is connected iff hg > 0.

W |
— = = = >yt
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Graph Partitions. Cheeger Constant
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The Cheeger inequalities
h(; and A1

See [2](ch.2):

Theorem

For a connected graph

2

h
2hG2A1>1—,/1—h2G>7G.
/ A1
2)\1> 1—(1—)\1)2>hG27

Why is it interesting: finding the exact hg is a NP-hard problem.

Equivalently:
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Graph Partitions. Cheeger Constant
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The Cheeger inequalities

Proof of upper bound

Why the upper bound: 2hg > A7
All starts from understanding what A1 is:

Al=0— ADY?1=0
Hence an eigenvector associated to A\g = 0 is
gO = (\/ d17 \% d21"'7 \/dn)T-

The eigenpair (A1, g') is given by a solution of the following optimization
problem:

 (Ah,h)
=
Pl (hh)
In particular any h so that (h, g%) = >>7_; hx\/dx = O satisfies
(Bh, h) > Aillh])%.
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Graph Partitions. Cheeger Constant
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The Cheeger inequalities
Proof of upper bound (2)

Assume that we found the optimal partition (A= S, B = S) of V that
minimizes the edge-cut.

Define the following particular n-vector:

Ve if keA=S
hy = vol(A)
—lls if keB=V\S

One checks that 3X0_; hiv/de =1 —1=0, and ||h|* = —m + —3

But vol(A) vol(B) "
ut:
A h; h; 1 1 2
Ah, h) = L L2 = |E(AB ( + )
anh= 2 g yg) = EABI o i)
Thus:

2|E(A, B)| | 1
min(vol(A), vol(B)) > |E(A.B)| (vo/(A) + vo/(B)) = AL
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Graph Partitions. Cheeger Constant
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Min-cut Problems

Initialization

The proof of the upper bound in Cheeger inequality reveals a "good”
initial guess of the optimal partition:

@ Compute an eigenpair (A1, g') associated to the second smallest
eigenvalue;

@ Form the partition:

S={keV , g>0}, S={keV , g <0}
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Min-cut Problems
Weighted Graphs

The Cheeger inequality holds true for weighted graphs, G = (V, &, W).
© A=D-W, D =diag(wi)i<i<n, Wi = 3 jzi Wi
o A =D#2AD#/2 = | — D712WpD~1/2

eigs(A) € [0,2]

i ers,yefs Wiy
@ hg = ming iy DX’Xvaes 5,y ; D = diag(W - 1).

2hG>)\1>1—1/1—h2

Good initial guess for optimal partition: Compute the eigenpair
(A1, g1) associated to the second smallest eigenvalue of A; set:

S={keVv , gi>0}, S={keV , g <0}
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